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ABSTRACT 

Many countries apply a combination of a CO2 reduction policy with a policy for stimulating 

renewable energy. However, as these policy instruments have overlapping goals, they interact with 

each other, not necessarily in a positive way. This paper uses an agent-based model for a case study 

of the Mexican electricity sector to explore the impacts of a carbon tax and a tradable green 

certificates (TGC) market on low-carbon transition pathways, focusing on these policies’ specific 

design elements, combinations and interactions. A mechanism aimed at reducing the negative 

effect of a carbon tax on the TGC price (a sloping penalty function for non-compliance and dynamic 

quota adjustment in the TGC market) is analysed. The results show that the impact of the 

combination of the carbon tax with the TGC market depends on the tax level and the penalty values 

for the TGC market, causing one instrument to dominate over the other. With respect to GHG 

mitigation goals, if a low carbon tax is applied, a TGC market helps to achieve greater emission 

reductions. If the carbon tax is high, the addition of a TGC market does not cause significant further 

emission reductions. The TGC market adjustment mechansims reduce the volatility of TGC prices 

and the negative interactions between the carbon tax and the TGC market and thereby further 

facilitates the introduction of low-carbon technologies and the reduction of GHG emissions. 

 
 

 

Keywords: Mexico, Electricity sector, Agent-based modelling, Energy and climate policies, 

Decarbonisation. 
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1. Introduction 

The need to reduce greenhouse gas (GHG) emissions and promote investment in low-carbon energy 

sources has led countries to implement various types of policy instruments, such as carbon taxes, 

cap and trade systems, feed-in tariffs, renewable portfolio standards, auctions, premium payments 

and fiscal incentives [1]. While these efforts represent an important step towards low-carbon 

electricity sectors, their proper design still represents a significant challenge, especially when 

multiple policies co-exist [2, 3].  The existing debate on the best policies for decarbonising electricity 

sectors has focused on individual policies or on the question whether adding a tradable green 

certificates (TGC) market to, for instance, an emissions trading scheme (ETS) would be useful for 

achieving further emission reductions [2, 4-6]. However, as highlighted by [7-11], the discussion has 

largely ignored the interactions and impacts of specific policy design elements which are key factors 

for determining the success of policies. Furthermore, the study of the issue of their coordination has 

been more limited [7-9, 11]. This paper tries to fill these gaps by using a novel simulation model to 

study the impact of specific design elements of climate and energy policies and their coordination. 

To our best knowledge, similar work has only been conducted on the impact of renewable 

investment on carbon prices [6] and the design elements of renewable promotion policies [7, 8].  

This article also contributes to expanding the study of policy mixes taking the Mexican electricity 

sector as a case study. The latter could also bring useful insights for other countries that have 

implemented these policies such as the European Union (EU) [11, 12], California [13], and Australia 

[14], just to mention some examples. 
 

The research presented here has the objective of analysing the interaction between a TGC 

market and a carbon tax by using a novel simulation tool that represents their interaction in an out 

of equilibrium market and agents with bounded rationality. More specifically, the objective is to 

analyse elements of their design and testing alternative arrangements to enhance their 

performance through a sloped penalty function and a dynamic quota mechanism for the TGC 

market. Section 2 of the paper presents the existing literature on the interaction between policies 

and their modelling; a brief description of the functioning of a TGC market and the proposed 

adjustment mechanisms, and the electricity sector of Mexico and its policies. Section 3 introduces 

the methodology used for this work. Section 4 presents the analysed scenarios, Section 5 presents 

simulation results and their discussion, and Section 6 concludes. 
 



6 
 

2. Literature review 

2.1 Interactions between policies for reducing GHG emissions and 

for promoting low-carbon technologies 

Interactions between policies for reducing GHG emissions and promoting low-carbon energy 

sources have been explored qualitatively and quantitatively (for reviews see [3, 15-17]). [18] and 

[19] were among the first researchers who studied these interactions from an analytical perspective 

and since then, different conclusions regarding the appropriateness of their combination have been 

drawn. [20] argued that the incorporation of a TGC to an established ETS could reduce CO2 prices 

and thus promote higher emission power plants. It has also been argued that a cap may already set 

the emission limits and no further emission reductions could be achieved with a TGC increasing costs 

as well [16, 20-22]. Contrary to this, [23] stated that the previous conclusions were based on 

assumptions that do not resemble the reality of markets and policies. In support of this, it has also 

been argued that a mix of policies could be needed to reduce emissions and increase the use of low-

carbon technologies. Their combination could reduce costs to consumers, create a less risky 

investment environment, and promote non-fossil fuel-based technologies, technological 

innovation, new job opportunities and regional development [11, 14, 16, 17, 24-29].  
 

The quantitative models of the interactions between energy and climate policies are mainly 

focused on the EU ETS and the addition of a price-based mechanism (feed-in tariff) or a TGC market. 

Apart from the quantitative work of [20] and [21], highlighted before, who used a partial equilibrium 

model, [22] and [27] also used this approach to analyse the interaction between quota mechanisms 

in the electricity sectors of Germany and the United Kingdom, respectively. Both studies found that 

there were important interactions between policies but [22] concluded that a TGC market would 

promote high CO2 technologies because this market generates a lower carbon price while [27] 

concluded that an ETS and a TGC market were required to reduce CO2 emissions and increase the 

penetration of renewables. With the same modelling approach, [25] derived impact curves for the 

interaction between a cap and trade system and renewable energy promotion policies on allowance 

prices and GHG emissions and found that emissions and prices could have been higher without a 

renewable energy policy.  

 

Focusing on cost manipulation, [30] and [31] found that the existence of an ETS and 

renewable energy quotas could encourage green energy producers to pad their own costs and try 

to harm other green energy producers. [32] analysed the EU ETS and a renewable energy quota in 

the European electricity sector and found that emission allowance prices were more sensitive to 

changes in electricity demand when the renewable quota was in place. [4] used a linear optimisation 

model of three regions (Benelux, France and Germany) to assess price and quantity-based 
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mechanisms (both climate and energy). The authors analysed the interactions between a carbon tax 

and a TGC market, varying the level of the tax and the TGC quota highlighting the interactions 

between instruments and their impact primarily on the price levels of quota mechanisms [4].  

 

A MARKAL model (linear programming) was used by [33] to study climate and renewable 

energy mechanisms in the context of the Nordic countries (Sweden, Norway, Finland and Denmark). 

The authors found that the introduction of a TGC market could reduce electricity and carbon prices 

in an ETS [33]. Linear programming has also been used by [34] to study the interaction between the 

EU ETS and the feed-in tariff scheme in Germany and by [35] to study the Baltic Sea region and the 

interaction between a TGC market and a cap and trade system. [34] found that a feed-in tariff could 

have negative impacts on ETS prices while [35] concluded that electricity, TGC and CO2 prices are 

affected by the respective CO2 reduction and renewable energy targets highlighting the importance 

of technologies to provide stability due to a high penetration of renewables. 

 

[29] explored the interaction between an ETS and renewable energy deployment in Germany, 

highlighting the positive effect of having both policies in reducing a larger amount of CO2 emissions 

compared to the standalone cases. The authors pointed out the sensitivity of this interaction to the 

hourly power system dynamics. [26] discussed the interaction between the EU ETS and a TGC market 

for the case of Spain based on a long-term oligopolistic capacity expansion model. The authors 

highlighted the need for both climate and energy policies but also the need to coordinate both 

policies to avoid negative effects [26]. More recently, [14] explored investment decisions under the 

political uncertainty of implementing GHG and renewable promotion policies in Australia and 

concluded that overlapping policies could reduce investment risk by an increased investment in 

renewable technologies. The modelling of the interaction between policies has also been conducted 

using computable general equilibrium (CGE) models of entire economies that have stressed the 

need for the coordination of policies to achieve their targets at the minimum costs (see [36-38]). 

  

While most models used for analysing the combinations of policies rely on optimisation, 

alternative modelling approaches have also been employed. [13] conducted an experimental game-

based simulation to analyse the interaction between carbon and TGC markets in California. The 

authors found market power issues in both markets and highlighted the complex nature of the 

interactions and the need to use alternative approaches to model the dynamics of markets, focusing 

on their specific elements to mitigate possible negative interactions [13].  

 

Agent-base modelling (ABM) is a simulation tool that was used by [28] and [6] to study the 

interactions between GHG emission reduction and renewable energy support policies. In the case 

of the former, mechanisms were considered together; the work took the case of the Spanish 

electricity sector and remarked the need for using both policies for reducing CO2 emissions and 

increasing the share of renewable generation but did not consider any dependence among policies 

[28]. In [6], a relationship was established between subsidised renewable investment and the EU 

ETS with a dynamic emissions cap. They concluded that the proposed relationship was appropriate 
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to return the level of CO2 prices to those that would have been achieved without the introduction 

of renewable policies and to avoid low prices and investment in high emission power plants [6]. 

Additional research by [8] used ABM to study design elements of renewable energy promotion 

policies and further took this model in [7] to establish a formal methodology for policy design.  

 

The coexistence of several policy measures creates complex interactions that affect several 

variables in electricity markets and may lead to positive and/or negative outcomes [1, 9, 17, 39]. 

While there is, a limited number of modelling efforts that focus on their specific elements and their 

coordination, more work must be conducted to analyse this. Furthermore, research has primarily 

studied the impact of renewable policies on CO2 prices, but the issue of the volatility for certificate 

prices in a TGC market has not received the same attention [13]. For the latter reasons, this paper 

examines policy design elements, their interactions and coordination in the context of a TGC market 

[7, 8, 24]. 
 

2.2 Clean energy certificates market with a sloped non-compliance 

penalty function and dynamic quota adjustment 

In a simple annual and single-country TGC market, in which there is no speculation and prices reflect 

real economic costs, certificate demand (𝑉𝑡) for year 𝑡 is given by a quota that is covered by a certain 

percentage of the total electricity consumption determined by a national government. This demand 

is inelastic and, if supply is not enough to cover demand, a penalty is imposed on consumers1 for 

the demand that is not covered by the certificates (Figure 1). This penalty also becomes the 

maximum certificate price since rational consumers are not be willing to pay more than the penalty 

for certificates [40].  

 

The supply of certificates can be represented by short and long-term supply curves. In the 

case of existing power plants, the short run marginal certificate cost (SRMCC) is given by the 

difference between marginal cost of renewable energy production and the spot electricity price. In 

the case that the marginal cost is lower than the electricity price, the certificate price could be zero 

or set to a minimum price. For new investment in green generation, the long run marginal certificate 

cost (LRMCC) results from the difference between the long run marginal cost of production (LRMC) 

and the expected electricity price. The intersection between the LRMCC and demand corresponds 

to the certificate price, 𝑃𝑡 for compliance year 𝑡. The LRMC is the LCOE and represents the minimum 

cost that utilities are expected to receive for new investment [40]. 
 

 
1 Refers to electricity distribution companies or other consumers who have the obligation to acquire a certain percentage 
of their electricity from renewable energy sources [18].  
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Figure 1. Representation of a tradable green certificates market.2 

 

The energy production fluctuations that renewable energy technologies present may have 

an important impact on the stability of certificate market prices. Moreover, the fulfilment of the 

established quotas and shortages in certificates could aggravate this issue [40]. To cope with the 

resulting price volatility, banking has been suggested. Certificates should not have an expiration 

date, so a deficit can be covered with banked certificates from previous years [40, 41]. While banking 

may reduce volatility by adding elasticity to the annual demand function of certificates, it also has 

the disadvantage that it could allow strategic behaviour by certificate sellers. This situation could 

result in an incentive for sellers to withhold certificates, sending wrong price signals [42, 43]. 

Different approaches have been taken to cope with this problem by adjusting the penalty level and 

its dynamic nature. For instance, it could be adjusted depending on electricity prices or the 

emissions factor of the highest emitting thermal power plant [13, 42]. However, a mechanism that 

introduces a sloped penalty function together with adjustable low-carbon generation quotas which 

depend on the excess and shortage of previous year certificates could be another effective solution 

to avoid certificate banking issues [44].  

 

A ‘cliff’ policy, with completely inelastic demand, leads to the maximum certificate price (𝑃1) 

if the supply of certificates (𝑣1) is not sufficient to meet demand (𝑉𝑡), or to a price of zero (𝑃2) if 

supply of certificates (𝑣2) exceeds 𝑉𝑡. Instead, in our model we apply a downward sloping demand 

function, as shown in Figure 2. This idea is taken from the design of capacity markets [45] and 

proposed by [44] for the Solar Renewable Energy Certificates market (SREC) in the United States 

 
2 Taken from [40]. 
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(US). With the introduced function, the prices 𝑃′1 and 𝑃′2 for supply 𝑣1 and 𝑣2 are closer to price 

𝑃𝑡, reducing the price volatility that could result from year to year quota changes and the possibility 

of not meeting these quotas because of renewable resource variability.  

 

The sloped certificate demand function is defined between the quota range (1 + 𝛾)𝑉𝑡 and 

(1 − 𝛾)𝑉𝑡, with 𝛾 representing a percentage that sets the lower and upper limits of the sloped 

function. In the case of the adjustable low-carbon generation quotas, depending on the excess or 

shortage of certificates 𝑆𝑡−1 in the previous year 𝑡 − 1, the quota in year 𝑡, 𝑉𝑡 is adjusted by adding 

(excess of certificates) or subtracting (shortage of certificates) a percentage 𝛼 of 𝑆𝑡−1 to the 

originally established quota 𝑉𝑡̂ [44]. It is important to remark that in this work, the quota was only 

adjusted for an excess of certificates, i.e. certificates were not subtracted. 

 

 

 

 
 

 

Figure 2. Representation of the sloped penalty function (left) and quota adjustment (right).3 

 

The mathematical formulation of the latter is described by the following conditions [44]. 
 

𝑃𝑡 = 𝐶𝑃𝑡                                                                                    𝑣𝑡 < (1 − 𝛾)𝑉𝑡 

𝑃𝑡 = 𝐶𝑃𝑡 −
𝐶𝑃𝑡

2𝛾𝑉𝑡

(𝑣𝑡 − (1 − 𝛾)𝑉𝑡)             (1 − 𝛾)𝑉𝑡 ≤ 𝑣𝑡 < (1 + 𝛾)𝑉𝑡 

𝑃𝑡 = 0                                                                                     (1 + 𝛾)𝑉𝑡 ≤ 𝑣𝑡 

                                   (1) 

 
3 Constructed from [44]. 
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The set of equations (1) represent the sloped penalty function, in which penalty price 𝑃𝑡 is equal to 

the maximum penalty value 𝐶𝑃𝑡 (this value remains constant through the simulation in this work) 

when  𝑣𝑡 is below the limit of the sloped function (1 − 𝛾)𝑉𝑡 and zero when above the upper limit 

(1 + 𝛾)𝑉𝑡. The quota adjustment in this mechanism is represented by equation 2.  

 

𝑉𝑡 = 𝑉𝑡̂ + 𝛼𝑆𝑡−1 

                                   (2) 

 

The implementation of a GHG emission reduction mechanism increases the volatility of green 

certificate prices and produces low certificate prices because of increased investment in low-carbon 

sources (both because of a movement in supply 𝑣𝑡). 
 

2.3 Energy and climate change policies in the Mexican electricity 

sector  

Mexico intends to reduce national GHG emissions by 30% in 2020 with respect to 2000 levels and 

by 50% in 2050 [46]. In its Nationally Determined Contributions (NDCs), the government redefined 

its targets with an unconditional reduction commitment of 22% of GHG emissions by 2030, with 

reference to the baseline [47]. Additionally, the country set a target of generating 35% of total 

electricity production from low-carbon sources in 2024, increasing this to 40% in 2035 and to 50% 

in 2050 [48].  

 

Mexico liberalised its electricity sector in 2013, allowing the participation of new actors. It also 

introduced instruments for promoting low-carbon technologies and reducing CO2 emissions [49-

51].4 The Mexican government stablished a carbon tax of 39.8 Mexican pesos per ton of carbon 

(around 0.82 US Dollars per ton of CO2 (tCO2))5 [55]. In addition, a tradable green energy certificates 

(TGC) market was introduced. This mechanism started in 2018 and electricity market participants 

are required to comply with clean energy generation obligations. Producers can buy electricity from 

other low-carbon electricity producers, generate their own low-carbon electricity or buy certificates 

(valid for 5 years). The Ministry of Energy (Secretaría de Energía, SENER) sets the obligations for a 3-

year period (this period can be shortened) and participants are allowed to deviate up to 25% of their 

targets for 2 years with a penalty of an additional 5% per year. For 2018, the required quota was set 

to be 5% of total electricity use, while the requirements for 2019 – 2022 are 5.8%, 7.4%, 10.9% and 

 
4 For a broader discussion of the Mexican energy sector and the reform see [52], [53] and [54]. 
5 It has to be highlighted that the regulation does not specifically define the price in terms of CO2 and only refers to carbon. 
Per ton of carbon, the price would be around 3.5 US Dollars. Translated to CO2, the price would be 0.82 US Dollars per ton 
of CO2, which was considered for the calculations. 
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13.9%, respectively [56]. In case of not meeting their obligations, producers are penalised with fees 

between 30 and 250 US Dollars per MWh. The penalty is determined considering various factors 

including the amount of certfiticates not covered by the supplier, the economic situation of suppliers 

and the motivations for not complying with the required quota [57, 58].  

 

3.  Methodology 

Agent-based modelling (ABM) is the approach adopted in this paper because of its ability to 

represent real decision-making processes [59]. Moreover, the use of ABM in electricity markets has 

proven its power in simulating electricity market configurations with accurate results that resemble 

reality, as shown in [60-62].  
 

3.1 Description of the ABM for the electricity sector in Mexico 

Our model of the long-term evolution6 of the electricity sector of Mexico is based on an open source 

model which was modified and adjusted to the system under study. The model we used was EMLab-

Generation, developed by the Energy and Industry Section of the Delft University of Technology 

(Technische Universiteit Delft, TU Delft).7 This model was selected because of its applications (CO2 

emission reduction policies and renewable subsidised investment), which are relevant to the 

Mexican case, and because of its maturity and comprehensiveness including the modelling of 

capacity markets and specific renewable energy policy design elements [7, 8, 63-67]. The following 

sections present a general description of the adapted model and the supplementary materials 

further develop the specific implementation of the model. 
 

3.1.1  Fuel prices and electricity demand 

The evolution of fuel prices was simulated by using a geometric Brownian motion (GBM) with drift 

algorithm with the values of the drift and the variance parameters determined from the planning 

scenarios developed by [68] and the historical volatility of fuel prices, respectively.8 The initial prices 

 
6 The simulations cover the period from 2013 to 2050. 
7 Source code can be downloaded from: https://github.com/emlab/emlab-generation. 
8 Fuel prices follow a log-normal distribution. 
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were taken from [69], and as in [70] and [71], the values were aimed at portraying the long-term 

trends and volatility of fuels, and not the short-term features.  
 

In the case of demand, the load duration curve (LDC) for the Mexican system was used and 

was discretised in 14 segments starting with the maximum demand of 38,138 MW which 

corresponded to 2013 (Figure 3) [72-74]. As in [75], a triangular distribution was assumed for yearly 

changes of demand. The parameters for the distribution were set to 1% for the minimum growth, 

5% for the maximum growth and 3% for the average growth. They were based on historical values 

of maximum demand (from 2003 to 2012) [72, 74]. 

 

 

Figure 3. Load duration curve of the National Interconnected System (SIN). 

3.1.2  Energy technologies 

The model incorporated different technologies including solar photovoltaic (PV) systems and 

supercritical pulverised coal combustion with and without CO2 capture. In total, 12 technologies 

were included. Table A2 summarises the technical and economic information used in the model, 

which was obtained from [68] and [75]. Geothermal energy was assumed to provide baseload power 

while hydropower was assumed to serve during peak load times, based on the characteristics of the 

Mexican sector [76, 77]. As shown in Table A3 of the supplementary materials, the capacities for 

new power plants were also increased as in [75] because of computational reasons. An important 

aspect of the model is the age of power plants, which was based on [78] and [79] and was also 

coupled with the expansion and retirement plans presented by [72].  
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3.1.3  Agents 

The simulations for the electricity sector of Mexico included 12 agents replicating eight private 

companies currently operating as independent power producers, CFE, PEMEX and two additional 

private companies that represent large industrial users, which are already participating in electricity 

generation. It is possible that a larger number of companies could enter the market, but it was 

decided to consider the companies that occupy an important part of the sector today. The main 

characteristics of these companies were introduced into the model to differentiate them and in 

Table A4 of the supplementary materials this information is presented.  
 

3.1.4  Electricity generation investment behaviour 

The electricity market in the model9 clears for every discretised segment of the LDC [67]. Once the 

market is cleared, the agents decide whether to invest in new technologies or not. The agents’ 

investment decision-making process is based on imperfect information and agents create a simple 

estimation of the future supply conditions in the market. This is accomplished by first considering 

the existing power plants in the system and the demand in current year 𝑡, and then estimating the 

future condition of the supply during the considered period of time which corresponds to 𝑡 + 𝑡ℎ, 

where 𝑡ℎ is the reference year of the time horizon [67]. 
 

For this work, the investment decision rule was based on [42] and [80], in which the 

profitability of a project was calculated by the difference between the expected annual average 

electricity price and the levelised cost of electricity (LCOE). This was done to facilitate the 

incorporation of renewable resource potentials through cost curves into the investment algorithm. 

The calculation of the LCOE is represented by equation 3. 
 

𝐿𝐶𝑂𝐸ℎ =
∑

𝐼ℎ/(1 + 𝑡𝑐)
(1 + 𝑤𝑎𝑐𝑐)𝑡

𝑡𝑐
𝑡=0 + ∑

∑ (𝐹𝑠,ℎ,𝑡+𝑡ℎ)𝑅ℎ𝑠,ℎ,𝑡+𝑡ℎ
𝑇𝑠
𝑠=1 + 𝐹𝑂𝑀ℎ,𝑡

(1 + 𝑤𝑎𝑐𝑐)𝑡
𝑡𝑐+𝑡𝑑
𝑡=𝑡𝑐+1

∑
𝑃𝑃ℎ,𝑡+𝑡ℎ

(1 + 𝑤𝑎𝑐𝑐)𝑡
𝑡𝑐+𝑡𝑑
𝑡=𝑡𝑐+1

 

                        (3) 

 

In (3), 𝐼ℎ is the investment cost for technology ℎ, 𝑡𝑐 is the construction time of the power 

plant, 𝑡𝑑 is the depreciation time, 𝑠 is a segment of the load duration curve, 𝑇𝑠 is the total number 

of segments considered for the load duration curve, 𝐹𝑠,ℎ,𝑡+𝑡ℎ is the variable cost of the operation of 

the plant (estimated future fuel prices) for segment 𝑠 of the load duration curve and technology ℎ, 

𝐹𝑂𝑀ℎ,𝑡 is the fixed variable cost for technology ℎ, 𝑅ℎ𝑠,ℎ,𝑡+𝑡ℎ are the estimated future running hours 

 
9 The model also includes a carbon market and the possibility to include a carbon tax. 
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of the power plant for segment 𝑠 of the load duaration curve and technology ℎ, 𝑃𝑃ℎ,𝑡 is the power 

plant expected production of electricity for technology ℎ and time 𝑡, and 𝑤𝑎𝑐𝑐 is the weighted 

average cost of capital. The 𝑤𝑎𝑐𝑐 was estimated for public and private companies as 10.0%10 and 

6.5% respectively. 
 

3.1.5  Quantification of renewable energy costs for investment decisions 

An important aspect in the modelling of possible energy futures is related to the local availability of 

energy resources and their incremental costs as the number of potential sites decrease [82]. The 

costs of renewable technologies were incorporated, as in [83], to limit the development of 

renewable energy plants to their technical and economic potentials. In the model, agents evaluated 

the costs of renewable energy technologies with these curves and incorporated them in their 

investment decision rule. The methodology [84] that was used to determine these curves is 

presented in the supplementary materials and they were only applied for new technologies and the 

remaining resources. 
 

3.1.6  Clean energy certificates market 

A clean energy certificates market was added to the original EMLab-Generation model based on the 

version that was developed by [85] for the study of a capacity market. This market was designed to 

follow the theoretical description presented in the Literature Review. It was cleared on an annual 

basis, after the electricity market was cleared, and was assumed to start in 2018. In this model, only 

power plants constructed after 2014 were considered and as in [28], every agent calculated a 

fundamental value11 for their power plants and bid the higher value between the fundamental value 

and the difference between the SRMCC and the electricity price. The government played the role of 

the only buyer of certificates and subject to meeting the quota as well. In case that the quota was 

not met, the certificate price was set at the penalty level (either a fixed value or modified by the 

sloped function). The market was cleared by matching supply and demand for certificates. Once the 

certificate price and volume were defined, this information was used by generators to evaluate 

investment alternatives and the quota for the following year was adjusted (either a fixed value or a 

dynamic quota). 
 

 
10 The Ministry of Finance (Secretaría de Hacienda y Crédito Público, SHCP) determined the value as 10% [81]. 
11 As defined by [86], the fundamental value is a perceived certificate value from an agent that is based on an evaluation 
of the costs of a new project. In the case of this work, agents do not estimate future prices and the fundamental value is 
based on the market prices at a specific time of the simulation. 
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4. Scenarios 

Two sets of scenarios, in addition to a Base Case Scenario, were defined in order to first analyse the 

policies separately and their interaction (set 1, Table 1), and subsequently analyse the effect of the 

TGC market adjustment mechanisms together with a carbon tax (set 2, Table 2). 

 

The Base Case Scenario considers the expansion of the system without any climate or low-

carbon energy policy and uses the adaptation of the model to the Mexican case. Fuel prices and 

demand were considered as stochastic (shown in the supplementary materials) and the same 

trajectories for these variables were used for the policy scenarios to have comparable results [75, 

64]. Monte Carlo simulations were used and every scenario including the Base Case was run 120 

times with a High-Performance Cluster (HPC) located at the Centre for Atmospheric Sciences at the 

National Autonomous University of Mexico (UNAM).12 

Table 1. Policy scenarios and assumptions for scenario set 1. 

Scenario Assumptions 

Low carbon tax (LowCT) 

The initial CO2 price is assumed to grow by 
0.85 US Dollars/tCO2 annually in order to 
reach a price of 32 US Dollars/tCO2 by 
2050. 

High carbon tax (HighCT) 

The initial CO2 price is assumed to grow by 
4.36 US Dollars/tCO2 annually in order to 
reach a price of 162 US Dollars/tCO2 by 
2050. 

Low certificates market penalty value (LowCMP) 
The value of the penalty was considered as 
30 US Dollars/MWh. 

High certificates market penalty value (HighCMP) 
The value of the penalty was considered as 
250 US Dollars/MWh. 

Combination of low carbon tax and low certificates 
market penalty value (LowCTLowCMP) 

The LowCT scenario was combined with 
the LowCMP scenario. 

Combination of low carbon tax and high certificates 
market penalty value (LowCTHighCMP) 

The LowCT scenario was combined with 
the HighCMP scenario. 

Combination of high carbon tax and low certificates 
market penalty value (HighCTLowCMP) 

The HighCT scenario was combined with 
the LowCMP scenario. 

Combination of high carbon tax and high 
certificates market penalty value (HighCTHighCMP) 

The HighCT scenario was combined with 
the HighCMP scenario. 

 

 

 
12 The HPC is formed by nodes with Intel Xeon X5472 processors with 8 cores per node. 
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The assumptions for CO2 prices were taken from [87] and [88]. The initial carbon tax was fixed 

at 0.82 US Dollars per ton of CO2 (tCO2) and was increased every year, following different trajectories 

as specified in Table 113. In the case of the clean energy certificates market, as presented in section 

2.3, the penalty scheme for the case of Mexico includes a range between 30 and 250 US Dollars per 

MWh. Since the establishment of the penalty depends on the specific situation of every supplier, 

the high and low values mentioned earlier were considered as fixed for all agents and part of the 

scenarios. The initial value of the quota corresponded to 5% of total energy consumption and 

assumed to grow by 7.5% per year so that in 2050, the requirement was set as 50.0%. 
 

For the sloped penalty function and the dynamic quota adjustment scenarios, the scenario with the 

high certificates market penalty value (HighCMP) was taken, and different values were tested based 

on [44]. In order to analyse the effect of the sloped penalty function and the dynamic quota 

adjustment policy with a carbon tax, set 2 of policy scenarios included two additional scenarios in 

which the High𝛾Low𝛼 scenario (Table 2) was combined with the LowCT and HighCT scenarios.  

Table 2. Policy scenarios and assumptions for scenario set 2. 

Scenario Assumptions 

Low 𝛾 value (Low𝛾) 
The value for 𝛾 was set as 0.1 while 𝛼 was 
fixed as 0. 

High 𝛾 value (High𝛾) 
The value for 𝛾 was set as 0.5 while 𝛼 was 
fixed as 0. 

Combination of high 𝛾 value and low 𝛼 value 

(High𝛾Low𝛼) 
The value for 𝛾 was set as 0.5 while 𝛼 was 
fixed as 0.1. 

Combination of high 𝛾 value and high 𝛼 value 

(High𝛾High𝛼) 
The value for 𝛾 was set as 0.5 while 𝛼 was 
fixed as 0.5. 

Combination of low carbon tax and high 𝛾 value 

and low 𝛼 value (LowCTHigh𝛾Low𝛼) 

The LowCT scenario was combined with 
the High𝛾Low𝛼 scenario. 

Combination of low carbon tax and high 𝛾 value 

and low 𝛼 value (HighCTHigh𝛾Low𝛼) 

The HighCT scenario was combined with 
the High𝛾Low𝛼 scenario. 

 

It must be highlighted that the following sections present the most relevant simulation results. The 

supplementary materials contain additional results.  
 

 
13 The Base Case scenario considered a constant carbon tax of 0.82 US Dollars per tCO2. This is the value presented in 
section 2.3 of this paper.  
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5.  Simulation results and discussion 

5.1 Base case 

The shape of the cost-supply curves played a fundamental role giving cost advantages to natural gas 

combined cycles (NGCC) and pulverised coal SC (super critical), as investment in renewable 

technologies decreased (because of increasing costs). Figure 4 presents the average installed 

capacity and generation between the period under study.  
 

 

Figure 4. Evolution of installed capacity (top) and generation (bottom) for the Base Case. 
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[89] provides a study of the decarbonisation of the Mexican economy in which different 

approaches including economy wide models (EPPA, GCAM, IMAGE, POLES and TIAM-ECN)14 were 

used. We compared our model results with the baseline scenario results of [89]. Table 3 presents a 

summary of the generation shares of the electricity technologies by 2050 estimated in this work and 

the ranges obtained in the previously mentioned models.  
 

Table 3. Energy mix shares (%) from the ABM and other models. 

Model 
ABM in this 

work 
Other models  

Natural gas  31.6 27.0 – 74.0 

Coal  56.0 10.0 – 50.0 

Fuel oil 0.2 1.0 – 28.0 

Renewables 10.4 8.0 – 43.0 

 

 

Figure 5 presents the CO2 emission trajectories in the electricity sector. The estimated 

emissions for 2013 in the model were 128.3 million tCO2 with a carbon intensity of 0.488 tCO2 per 

MWh. The model estimated average CO2 emission values of 187.1 million tCO2 for 2030 and 402.9 

million tCO2 for 2050 (Figure 5). Mexico’s Nationally Determined Contributions (NDCs) quantified the 

baseline with 127.0 million tCO2e
15 in 2013 and 202 million tCO2e in 2030. The goal for 2030 is to emit 

139 million tCO2e, representing a decrease of 31.1% [90, 91]. The determined values for the modelling 

exercise were similar to the established values in the NDCs.   

 

 
14 [89] presents a description of these models and their information sources. 
15 The model used in this work estimated CO2 emissions, while the government estimations include CH4 and N2O emissions. 
The last two compounds only represent 1.4% of total GHG emissions (2010 data) and for this reason, further comparisons 
in this work were performed considering government goals as CO2 emissions. 
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Figure 5. Evolution of CO2 emissions in the power sector.16 

 

Figure 6 presents the evolution of yearly average electricity prices. The initial increase in 

prices was driven by the continuation of the use of fuel oil with a rapid decrease caused by a 

substitution from fuel oil to natural gas.17 In comparison to data from the Mexican government and 

the International Energy Agency (IEA), the industrial prices of electricity remained constant between 

2013 and 2014, but presented a decrease of 32.8% between 2014 and 2015 and 16.9% for the initial 

months of 2016 compared to 2015 [92, 93]. In the model, average prices were relatively stable 

during the first years (with an initial increase of 10.5% and a decrease of 3.6%) with a reduction of 

14.9% for 2016. 

 

 
16 The dark blue envelope illustrates the 90% confidence interval while the light blue envelope the 50% confidence interval. 
The dark blue line represents the median values. 
17 As presented in [53], the energy policy of the country was to promote fuel oil and investment in natural gas burning 
technologies was delayed. The recent structural changes of the natural gas markets in North America, have been 
accelerating the transition towards the use of this fuel.  
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Figure 6. Development of wholesale electricity prices.18 

 

5.2 The impact of the carbon tax and the TGC market 

The implementation of CO2 price trajectories alone (without the TGC market) resulted in average 

CO2 emissions as low as 115.3 million tCO2 for 2030; and 173.9 million tCO2 by 2050 for the high carbon 

tax (HighCT) scenario. In comparison to Mexico’s NDCs, that defines a reduction goal of 63 million 

tCO2 by 2030, the HighCT scenario achieved the required reductions. Nevertheless, a lower price 

trajectory (LowCT) or the implementation of a TGC market alone could also bring emission 

reductions. When the instruments were combined (carbon tax and TGC market penalty values), the 

scenarios that brought the highest emission reductions were those that used a high carbon tax 

(HighCTHighCMP and HighCTLowCMP scenarios). As observed in Figure 7, the latter mentioned 

scenarios also show that the high level of the carbon tax reduced the benefits of introducing the 

TGC market and did not lead the system to further significant emission reductions. These results 

were also obtained by [16, 20, 21] who concluded that it would be expected that higher taxes would 

induce emission reductions until no abatement options remain, regardless of whether there is a TGC 

market. In contrast to the latter, a lower level tax in combination with a TGC market (LowCTHighCMP 

 
18 The dark blue envelope illustrates the 90% confidence interval while the light blue envelope the 50% confidence interval. 
The dark blue line represents the median values. 
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scenario) created the opposite effect, increasing emission reductions by approximately 50 million 

tCO2 in 2050 in comparison to the case when only a low carbon tax was considered (LowCT scenario).  
 

 

Figure 7. CO2 emission trajectories for scenario set 1. 

 

These emission trends were caused by the technological alternatives in the fuel mix. The 

introduction of a carbon tax mainly triggered a substitution of fuel oil fired power plants by natural 

gas combined cycles (NGCC) and a later introduction of wind power plants. A high penalty (HighCMP 

Scenario) resulted in more investment in low-carbon generation sources while the low penalty 

(LowCMP Scenario) fundamentally served as a subsidy of 30 US Dollars per MWh, highly promoting 

wind energy.  

 

The combination of policy instruments caused a higher share of low-carbon technologies, 

also of high-cost alternatives (solar PV and coal CCS), in comparison to single policy instruments. 

These results were also obtained by [4] and Figure 8 presents the average generation share (in 

percentage) of low-carbon technologies (nuclear included) in the evolution of the sector.  
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Figure 8. Technology generation shares for the simulation period for scenario set 1 (fixed demand 

for TGC). 

 

Figure 9 presents the evolution of certificate prices in the scenarios with a high penalty level 

alone and in combination with a low and high carbon tax (HighCMP, LowCTHighCMP and 

HighCTHighCMP). The results for the scenario with a low penalty level (LowCMP) are not included 

in Figure 9 because the penalty value was reached during the entire simulation period for this case 

serving as a constant subsidy for wind.  
 

A high penalty (HighCMP scenario) led to increased TGC price volatility because of the initial 

failure in achieving the low-carbon energy quota and the later increased investment in low-carbon 

technologies (especially wind) that rapidly increased their participation and led to a certificate price 

collapse, also found in the work of [43], [94] and [95]. This volatile behaviour was aggravated by the 

existence of a CO2 price, which additionally promoted investment in low-carbon energy sources and 

decreased certificate prices. The increased investment in intermittent wind energy, together with 

the gradual decommissioning of several power plants by 2030, increased the level and volatility of 

electricity prices highlighting the need for more controllable generation as discussed by [96]. The 

latter issue directly affected the certificate prices that drastically decreased around 2025. Despite 

of the increased investment in wind during this period, it was not enough to comply with the TGC 

quotas increasing TGC prices during the last decade of the simulation. The amount of wind was 
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limited by the cost-supply curve and its potential. When this potential was reached, agents stopped 

investing in wind. The TGC equilibrium price was not enough to promote the required quantities of 

more expensive technologies (solar PV for example), so agents mainly invested in other technologies 

such as coal. The drastic increase demonstrated the features of a market design with a vertical 

demand, i.e. even a small shortage in certificate supply increased the certificate price to the penalty 

levels. 
 

 

Figure 9. Certificate prices for the HighCMP (bottom), HighCTHighCMP (top right) and 

LowCTHighCMP (top left) scenarios.19 

 

It is important to mention that the experience in other countries illustrates the similarity 

between actual trends and the ones presented in Figure 9. The historical trends documented by [94] 

and [95] provided data for the spot market prices of several states in the United States, emphasising 

the effects of shortages and oversupply on certificate prices, showing periods when prices nearly 

reached the penalties but also very low prices. The data considered in the ABM used for the Mexican 

 
19 The dark blue envelope illustrates the 90% confidence interval while the light blue envelope the 50% confidence interval. 
The dark blue line represents the median values. 
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electricity sector did not take into consideration the existence of self-supply private generators who 

could also participate in the market in addition to the long-term auctions that commit generation 

projects in the future. These sources could lower the initial price but the uncertainty in the 

possibility of delays in the construction of the committed generation projects may also result in 

higher prices [97].  
 

5.3 The impact of a sloping demand function and a dynamic quota 

The results from section 5.2 confirmed several concerns regarding the design of a TGC market and 

its interaction with a CO2 emission reduction policy. This section presents a modification to the TGC 

market, introducing a sloping TGC penalty curve and a dynamic quota adjustment mechanism 

(scenario set 2). 
 

Figure 10 presents the effect of different values of the parameters of a sloped certificate 

penalty function and the dynamic adjustment of the quota on certificate prices. The modification of 

the certificate demand is presented in the top two graphs of Figure 10. In comparison to the scenario 

with a high carbon tax and a high TGC penalty (HighCTHighCMP) in Figure 9, certificate prices were 

more stable and followed a smoother decrease and increase as the slope of the demand function 

was reduced (increase in the value of 𝛾), since there was a wider range of penalty values that 

avoided the drastic drops and increases in prices. It was also observed that the possibility of having 

prices of zero decreased. Even a small change in the slope of the demand (low value of 𝛾) brought 

benefits. The mean of certificate prices decreased slightly with a reduction in the slope of the 

demand function. The standard deviation of prices was also reduced.  

 

The incorporation of a dynamic quota (shown in the bottom graphs of Figure 10) had a major 

impact on the price levels of the certificates. The mean certificate price increased from 132 US 

Dollars per MWh in the scenario with a lower slope of the demand function (High𝛾) to 168 US Dollars 

per MWh in the scenario that added a low value of the dynamic quota adjustment parameter 

(High𝛾Low𝛼) and 187 US Dollars per MWh in the scenario with a high value of the dynamic quota 

adjustment parameter (High𝛾High𝛼). The increase in the previously mentioned parameter (𝛼) 

which took a larger number of unused certificates to be added to the certificate quota of the 

following year, increased prices as expected. A higher value of this parameter can increase the level 

of the certificate price so that it acts as a constant subsidy. The volatility in prices remained the same 

as in the scenario without the dynamic quota adjustment (High𝛾), evidencing the importance of the 

sloped function in controlling volatility. 
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Figure 10. Certificate prices for the Low𝜸 (top left), High𝜸 (top right), High𝜸Low𝜶 (bottom left) 

and High𝜸High𝜶 (bottom right) scenarios.20 

 

When the low and high levels of the carbon tax were combined with the highest reduction in 

the slope of the demand function and a low level of the dynamic quota adjustment (scenarios 

LowCTHigh𝛾Low𝛼 and HighCTHigh𝛾Low𝛼), the same results as those presented in the bottom left 

graph of Figure 10 for the certificate prices were obtained. The latter shows that the effect of a 

carbon tax was eclipsed, eliminating the negative impact created by the CO2 emission reduction 

policy on TGC prices. Even though certificate prices were not affected; in terms of technologies, 

there were some changes. These results were compared to the scenario with a high value of the 

TGC penalty (HighCMP) of section 5.2. There were differences in the numbers of wind, hydro, NGCC 

and pulverised coal SC power plants that were built, with slight changes for geothermal and solar 

PV and more visible differences in the adoption of coal CCS which required lower certificate prices. 

The most significant trend was observed for the scenario with a high carbon tax, a high level of 

reduction in the demand slope and a low level of the quota adjustment (HighCTHigh𝛾Low𝛼). In this 

 
20 The dark blue envelope illustrates the 90% confidence interval while the light blue envelope the 50% confidence interval. 
The dark blue line represents the median values. 
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scenario, NGCC adoption was approximately 10 GW to 15 GW higher than the other scenarios by 

the end of the simulation caused by the carbon tax and the fuel substitution between natural gas 

and coal, as mentioned in section 5.2. 

 

The low-carbon shares (Figure 11) showed the positive effect of including a sloped demand 

function and the dynamic quota. For the scenarios that combined the carbon tax levels and the TGC 

market, there were further increases in the penetration of low-carbon sources. In the case of the 

scenario with a high carbon tax, a high level of reduction in the demand slope and a low level of the 

quota adjustment (HighCTHigh𝛾Low𝛼), the low-carbon targets set by the Mexican government 

were almost met, with 40.3% in 2035 and 48.9% in 2050. For the 2024 goal of 35.0% generation 

from low-carbon sources, the model estimated a low-carbon share of 26.4%. 

 
 

 

Figure 11. Technology generation shares for the simulation period for scenario set 2. 

 

Figure 12 presents the CO2 emission trajectories for these scenarios. The results indicate that 

in order to have an increase in emission reductions, it is necessary to design a mechanism specifically 

for this purpose. In this case, a higher level of the carbon tax would be beneficial.   
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Figure 12. CO2 emission trajectories for scenario set 2. 

 

5.4 Sensitivity to TGC quotas 

As presented in the supplementary materials, the calculated resource potential is similar to 

renewable energy assessments performed by public and private institutions [58]. However, it is 

important to mention that in the scenario runs of section 5.2; the estimation of wind resources was 

a limiting factor. For this reason, additional simulations were ran considering a lower quota that 

grew by 3.7% every year (almost half the value of the simulations presented above) starting with 

5% in 2018. The considered scenarios for the low TGC quota were the HighCMP (high TGC penalty), 

LowCTHighCMP (low carbon tax and high TGC penalty) and HighCTHighCMP (high carbon tax and 

high TGC penalty) scenarios of the original simulations. Figure 13 shows the TGC price behaviour for 

a lower TGC quota. In this case, the TGC market reaches an equilibrium because the simulation runs 

were not constrained by the wind resource potential limitations. These results can be comparable 

to those presented in Figure 9, in the sense that the introduction of a carbon tax increased the 

volatility of TGC prices and lowered their value as the level of the carbon tax was increased. 
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Figure 13. Certificate prices for the HighCMP (bottom), HighCTHighCMP (top right) and 

LowCTHighCMP (top left) scenarios considering a lower TGC quota.21 

 

The sloped certificate penalty function and the dynamic adjustment mechanisms presented 

in section 5.3 were tested using a lower quota as well. In this case (Figure 14), adding the quota 

adjustment mechanism (High𝛾High𝛼 and High𝛾Low𝛼 scenarios) had an impact on TGC price values 

and trajectories which were similar to those analysed in Figure 10 of section 5.3. This similarity in 

results was also observed when a low and high value of the carbon tax was considered (scenarios 

LowCTHigh𝛾Low𝛼 and HighCTHigh𝛾Low𝛼, not shown here because were the same as the bottom 

right graph of Figure 14) further supporting the importance of the adjusting mechanisms for the TGC 

market. 
 

 
21 The dark blue envelope illustrates the 90% confidence interval while the light blue envelope the 50% confidence interval. 
The dark blue line represents the median values. 



30 
 

 

Figure 14. Certificate prices for the High𝜸 (top right), High𝜸Low𝜶 (bottom left) and High𝜸High𝜶 

(bottom right) scenarios considering a lower TGC quota.22 

  

5.5 Limitations of the model 

One of the main aspects that the implemented TGC market did not consider was certificate banking. 

The consideration of this aspect for future research could be important in order to improve the 

representation of the TGC market in Mexico since limited banking is allowed. The trajectory of 

certificate and electricity prices described here should be considered carefully and only as an 

indication of their dynamic behaviour, as warned by [6], since other alternatives could help 

increasing security of supply in the system (particularly the medium-term and long-term energy 

auctions and capacity markets). Furthermore, the government could relax certificate market rules 

in order to provide better prices for consumers as documented by [98]. With this regard, TGC prices 

 
22 The dark blue envelope illustrates the 90% confidence interval while the light blue envelope the 50% confidence interval. 
The dark blue line represents the median values. 
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often hit the price cap because of ambitious policy goals relative to the cost-supply curves and 

potentials estimated for renewable energy sources. 
 

6. Conclusions 

The interactions between the low-carbon energy and CO2 emission reduction policies and its design 

elements create a complex environment within electricity systems that could lead to undesirable 

impacts. This work shows that one policy tends to dominate over the other, depending on the level 

of the carbon tax and the penalty values in the TGC market. With respect to CO2 emissions, the 

combination of a high TGC penalty and a high carbon tax did not cause significant additional 

emission reductions in comparison to only a high value tax and no TGC market. For this reason, a 

properly defined carbon tax or a well-functioning carbon market should be enough to achieve 

emission reductions. However, in case of a lower carbon tax, the combination could increase 

emission reductions. This is the situation in Mexico and a TGC market could aid with achieving 

emission reductions while carbon-pricing mechanisms mature. 
 

The research showed the competition that exists between the most cost-efficient 

technologies and the importance of the penalty level in promoting the more expensive low-carbon 

technologies. Wind energy and hydropower were the main technologies that appeared in the 

results, but the estimation of natural resources indicated that there is still an unused potential for 

solar energy (PV) and geothermal.  

 

A sloping penalty function and dynamic quota adjustment mechanism reduced the volatility 

of certificate prices and had a positive effect on price stability, especially when a TGC market was 

combined with a carbon tax. The mechanisms helped to introduce a larger amount of low-carbon 

technologies, promote coal CCS technology and further reduce emissions. The mechanism could 

maintain a higher certificate price making higher cost technologies attractive for investors.  

 

Mexico is currently implementing a TGC market and is creating an ETS. However, the 

incorporation of an ETS to existing low-carbon promotion policies is being pursued in other regions 

and may cover several jurisdictions [99]. From this work, a high and stable carbon price could bring 

significant CO2 emission reductions. However, it is suggested that to promote innovative low-carbon 

technologies, which still require economic support (for instance CCS technology), a high penalty 

should be introduced in TGC markets as opposed to the current scheme. This value should be 

coordinated with the levels of the carbon tax or an ETS so that their benefits are optimised. With 

this regard, the use of a sloped penalty function and dynamic quota adjustment mechanism would 
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help the government to define the required quotas and reduce the volatility in certificate prices, 

further promoting investment in low-carbon sources and decoupling the negative interactions 

between instruments.  
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SUPPLEMENTARY MATERIALS 

 

Renewable cost-supply curves 

Renewable resource cost-supply curves were calculated using the work and assumptions of [1-4]. 

The following subsections present a description of the methodology and data assumptions used to 

define the curves. In this case, as an additional feature, and in order to emphasise the regional 

nature of resources, cost-supply curves for the northern and southern interconnected systems were 

estimated and are presented as well. 
 

Wind energy 

The potential and cost-supply curve for wind was defined using the approach from [1, 2]. While 

renewable energy sources may provide almost unlimited energy, the quality of the resource 

depends on the characteristics of the location of the power plants. This fact is acknowledged by the 

methodology originally derived by [1] and focuses on the land use characteristics and quality of the 

resources. In this case, wind speed data (annual average and at 50 m) was taken from [5] for 1° by 

1° geographical coordinate grids. The initial calculation of the geographical potential involved the 

use of land use data, which was taken from [6]. This database provided land use information for 

0.08333° grids. The land use data in these grids was translated to percentage coverage and to 1° 

grids. The classification of land used types was adjusted to the classification defined by [1].23 The 

land use data corresponded to the year 2000, which was used to have consistency with the data 

source (NASA) of the wind speed information. In [1], the first step is the calculation of the usable 

land and the equation used for this purpose is: 
 

𝑈𝐴𝑔,𝑎 = 𝑓𝑎𝐴𝑔,𝑎 

                     (A.1) 

 

In the previous equation, 𝑈𝐴𝑔,𝑎 indicates the usable land of type 𝑎 for grid 𝑔, 𝑓𝑎 the feasibility 

factor and 𝐴𝑔,𝑎 the area for every grid and land use type. The calculation of the feasibility factor 

included the consideration of the elevation of the grid. The elevation data was obtained from [7]. 

The usable area calculated using equation A.1 was 117,321 km2. This value was approximately half 

the value of suitable land area estimated by the government, which is 233,750 km2 [8]. It is 

important to mention that the government defines the potential of renewable resources in terms 

 
23 In [1], bio-reserve areas were defined as remote rangeland settlements in [6]; agricultural areas as villages and 
croplands; urban areas as urban and mixed settlements; shrubland and grassland as residential rangeland and woodlands; 
extensive grassland and desert as populated rangeland, inhabited treeless and barren lands and woodlands. 
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of possible, probable and proven [9].24 For probable resources, the government estimated that 10% 

of the usable land would be adequate for wind power generation and because of this, this factor 

was used in the calculation of the available area in this paper (11,732 km2). The 10% also 

corresponds to the definition of [10] for real available resources where the suitable land area for 

onshore wind is multiplied by a factor between 0.5% and 20% depending on the type of land and 

for low, medium and high estimates (𝐴𝐹𝑔,𝑎, in equation A.2). The technical potential 𝐸𝑔,𝑎 is 

calculated by the following equation. 
 

𝐸𝑔,𝑎 = 𝑈𝐴𝑔,𝑎𝐴𝐹𝑔,𝑎𝜂𝑎𝑣𝜂𝑎𝑟𝑃𝑑 𝑓𝑙ℎ𝑔 

                               (A.2) 

 

In equation A.2, 𝜂𝑎𝑣 is the availability of the wind turbines, 𝜂𝑎𝑟 the efficiency of the turbine 

arrangement, 𝑃𝑑 the power density and 𝑓𝑙ℎ𝑔 the full-load hours. The calculation of the full-load 

hours for each grid was conducted using the equation for the capacity factor presented by [11] using 

the average annual wind speed in the cells. The wind speed data was adjusted to an average hub 

height of 80 m using the roughness factors and the equation proposed by [12] and used by [1], 

where 𝑉𝐻 is the speed at height 𝐻, 𝑉50 the wind speed at 50 m and 𝑧0, the roughness factor.  
 

𝑉𝐻 = 𝑉50 (
𝑙𝑛 (

𝐻
𝑧0

)

𝑙𝑛 (
50
𝑧0

)
) 

                                                                                                                                        (A.3) 

 

The obtained values for capacity factors were around 20%, and as in [1], a value of 4 MW per 

m2 was assumed for the power density while 𝜂𝑎𝑣 and 𝜂𝑎𝑟 were set to 0.95 and 0.90, respectively. 

The calculation of costs (LCOE)25 per grid 𝑔 and land type 𝑎, was performed using the following 

equation. 
 

𝐿𝐶𝑂𝐸ℎ,𝑔,𝑎 =
∑

𝐼ℎ/(1 + 𝑡𝑐)
(1 + 𝑤𝑎𝑐𝑐)𝑡

𝑡𝑐
𝑡=0 + ∑

𝐹𝑂𝑀ℎ,𝑡 + 𝐶𝐿
(1 + 𝑤𝑎𝑐𝑐)𝑡

𝑡𝑐+𝑡𝑑
𝑡=𝑡𝑐+1

∑
𝐸𝑔,𝑎

(1 + 𝑤𝑎𝑐𝑐)𝑡
𝑡𝑐+𝑡𝑑
𝑡=𝑡𝑐+1

 

         (A.4) 

 

 
24 The government defines possible resources as the theoretical potential; probable resources as those that have been 
subject of studies but do not incorporate economic or technical considerations; and proven resources as those that are 
supported by engineering and economic studies [9]. 
25 2013 US Dollars. 
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Equation A.4, is the same as equation 3, but in 𝐿𝐶𝑂𝐸ℎ,𝑔,𝑎, ℎ refers to renewable energy 

sources only and the variable cost is assumed to be zero. In this equation 𝐶𝐿 is the cost of renting 

land. The technical and economic information was the same as presented in section 3.1.2 and the 

renting cost of land was set to 125 US Dollars per hectare [13, 14]. In the case of fixed investment 

costs, they were adjusted on the basis of the scale of the wind project cost using the equation 

proposed by [1] where the reference costs corresponded to 1,538 US Dollars per kW and 100 MW 

of installed capacity using a power factor of -0.3. Equation A.4, was used by considering the 𝑤𝑎𝑐𝑐 

of the public companies and the private ones which were discussed in section 3.1.4. The total 

estimated potential for wind energy was 46,928 MW of installed capacity and 70 TWh per year. 

Estimates of wind energy potential for other sources in the literature, suggest a potential of more 

than 50,000 MW, including the government estimate of 71,000 MW for possible resources [8, 15]. 

The following graph (Figure A1) presents the cost-supply curve estimated from the previously 

described methodology for the Mexican system and containing the curves for the northern and 

southern interconnected systems. The graph presents the cumulative energy potential and costs 

arranged in an ascending order for the public companies (the shape in the case of the private 

companies was the same, but with slightly lower costs as a consequence of the 𝑤𝑎𝑐𝑐). 
 

 

Figure A1. Cost-supply curves for wind power in Mexico. 

 

Solar photovoltaic energy 

The procedure to calculate the potential for solar photovoltaic energy was similar to the 

methodology described in the previous section for wind. In this case, the potential calculation only 

considered centralised generation systems connected to the grid. The data for horizontal radiation 

was taken from [5], whereas the data for land use was the same as in the case of wind. Equations 

A.1 and A.4 were used while in the case of the energy estimation, equation A.5 was employed to 
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calculate the technical potential, which in this case is a function of the usable land, 𝑈𝐴𝑔,𝑎 , the 

available resource factor, 𝐴𝐹𝑔,𝑎, the conversion efficiency, 𝜂𝑚, and the performance ratio of the 

photovoltaic module, 𝑝𝑟 [1]: 
 

𝐸𝑔,𝑎 = 𝑈𝐴𝑔,𝑎 𝐴𝐹𝑔,𝑎𝜂𝑚 𝑝𝑟 

                               (A.5) 

 

The assumed values for 𝜂𝑚 and 𝑝𝑟 were 0.105 and 0.75, respectively as suggested by [1]. As 

in the case of wind energy, the suitable area was adjusted using the factors proposed by [10].26 The 

reference cost and capacity was also taken from Table A2. The estimated potential for centralised 

solar PV systems was 248 TWh per year. It has to be noted that this value assumed that the entire 

suitable area was covered with solar panels. This value is within estimates from the government 

that go from 66 TWh per year to 6,500 TWh per year [8, 16]. This value may by highly optimistic, but 

it was used for the model since there are no other estimates for probable resources conducted by 

the government. Figure A2 presents the cost-supply curve for the public companies and solar PV 

energy in Mexico.  

 

 

Figure A2. Cost-supply curve for solar PV energy in Mexico. 

 

Geothermal energy 

The cost-supply curves for geothermal energy were determined using the existing potential 

estimates from the government for possible hydrothermal resources and was combined with the 

 
26 Medium estimate: 0.5% for agricultural land, 1% for savannah and tundra, and 5% for extensive grassland and desert.  
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technical and economic data from Table A2. In this case, the cost function (equation A.4) did not 

include the cost for renting land but the costs for drilling and operation of the geothermal field were 

added. The probable geothermal resources taken from the most recent government estimates were 

5,730 MW of installed capacity and 45.2 TWh per year of generation [17]. The following graph 

(Figure A3) presents the cost-supply curve for geothermal energy and the public companies.  

 

 

Figure A3. Cost-supply curve for geothermal energy in Mexico. 

 

Hydropower 

For the case of the potential of hydro energy resources, the same procedure as for geothermal 

energy potential was applied. As highlighted by [4], the cost of using water resources highly varies 

depending on their location. In the calculation of the cost-supply curves, the potentials for mini and 

large hydropower projects were combined. The estimated total potentials for hydropower, as 

estimated by the government were 9,243 MW of installed capacity and 39 TWh per year [17]. Figure 

A4 presents the cost-supply curve for this natural resource and the public companies. 
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Figure A4. Cost-supply curve for hydropower in Mexico. 

 

Determination of cost-supply curve functions 

As presented in 3.1.5, the results from the geographical analysis were used to adjust the resource 

distribution equations, using least-squares non-linear fits. Equations A.6 and A.7 present the LCOE 

for technology ℎ (only of the renewable energy sources) as a function of the usage of renewable 

energy resources 𝑁𝑅𝑒𝑛, the total energy potential, 𝑇𝑃, the scaling factor, 𝑆𝐹, and the cost off set, 

𝐶0. In equation A.7, 𝑖𝑛𝑣𝑒𝑟𝑓 is the inverse error function. Table A1 presents the obtained parameters 

for equations A.6 and A.7 for public and private actors. 
 

𝐿𝐶𝑂𝐸ℎ =
−𝑆𝐹

𝑙𝑛 (
𝑁𝑅𝑒𝑛
𝑇𝑃 )

+ 𝐶0 

                     (A.6) 

 

𝐿𝐶𝑂𝐸ℎ = √2𝑆𝐹 𝑖𝑛𝑣𝑒𝑟𝑓 (
𝑁𝑅𝑒𝑛

𝑇𝑃
) + 𝐶0 

                     (A.7) 
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Table A1. Parameters for cost-supply curves. 

 Public companies Private companies 

Resource 
𝑇𝑃 

(TWh) 

𝑆𝐹 (US 

Dollars/
MWh) 

𝐶0 (US 

Dollars/
MWh) 

𝑇𝑃 
(TWh) 

𝑆𝐹 (US 

Dollars/
MWh) 

𝐶0 (US 

Dollars/M
Wh) 

Wind (National 
interconnected system) 

77.973 11.512 67.286 81.072 10.251 58.661 

Solar PV (National 
interconnected system) 

243.527 8.951 173.099 243.705 7.772 143.082 

Geothermal (National 
interconnected system) 

31.179 

12.716 

0.020 

130.043 

81.589 

105.639 

31.179 

13.165 

0.017 

116.329 

75.432 

96.049 

Hydro (National 
interconnected system) 

58.661 129.934 43.917 44.680 101.704 34.425 

 

 

For wind energy, Figure A5 presents the obtained cost-supply curves for public companies 

and the fitted curves. The fitting follows the resource classification proposed by [4] for wind with a 

hierarchical resource distribution. While the work of [4] included uncertainty in resource 

estimations, this work considered deterministic curves, in order to simplify the calculations in the 

model and because the agents in the model perform deterministic calculations of the LCOE. The 

hierarchical distribution of resources is characterised by the dispersed nature and a defined ordering 

of this resource. It is important to highlight that from the analysed grids, the main zones that had a 

higher potential were those located in the northern part of the country, near the Gulf of Mexico, 

and on the opposite site, next to the Pacific Ocean. Additionally, the state of Veracruz and the 

Yucatán Peninsula were other sites that showed high potential. In the special case of the state of 

Oaxaca in southern Mexico, where important wind resources have already been exploited, did not 

appear in the calculations. The reason for the latter is based on the high regional aggregation of the 

data, which used averages of 32 km by 32 km grid cells and not point data, ignoring the spatial 

variability of wind speed, which takes place in small spatial scales [18]. However, the main sites that 

have been highlighted with wind potential appeared in the calculations and were considered 

adequate, given the regional resolution of the ABM model.  
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Figure A5. Original and fitted cost-supply curves for wind energy. 

 

The case of solar PV presented in Figure A6 in general followed the classification of [8], with 

a nearly identical resource distribution. However, in the case of solar resources in the southern 

system, the adjusted curve had a better fit for a hierarchical type of resource distribution. The 

quantification of resource potentials as shown in the previous sections is dependent on land use 

characteristics and the resources existing in that location. In the northern system, which is 

dominated by arid zones with high solar radiation, costs remain constant as the resources are used 

until approximately 200 TWh per year when there is a drastic change. The southern system 

presented a different trend based on the variable characteristics of land and radiation that increase 

costs as the places with the better potentials are occupied.  
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Figure A6. Original and fitted cost-supply curves for solar PV. 

 

The adjusted cost-supply curves for geothermal energy considered two separate curves and 

distributions for the national and northern systems as observed in Figure A7. The central zone of 

Mexico presents an important volcanic activity concentrating high temperature hydrothermal 

resources [19]. In accordance to this, the adjusted data followed the classification from [8] in which 

high temperature resources are assumed to behave as a hierarchical distribution, whereas low 

volcanic areas follow a nearly identical distribution. For the national system, the initial part of the 

curve (from 0 to approximately 31 TWh) the curve was assumed as hierarchical, whereas the 

subsequent part of the curve as identical. The same case was found for the northern interconnected 

system. 
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Figure A7. Original and fitted cost-supply curves for geothermal energy. 

 

The adjusted cost-supply curves for hydropower, resembled the classification of [8], and as 

observed in Figure A8, the increase of costs is higher with a smaller increase in the use of this 

resource. Although the development of hydropower projects was significant during the 20th century, 

there are still water resources that can be used but as the remaining places with the highest 

potential are used, costs increase rapidly.  
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Figure A8. Original and fitted cost-supply curves for hydropower. 

 

ABM model parameters 

The following tables and figures contain a more detailed information of the information that was 

introduced to the ABM of the electricity sector of Mexico. Table A2 presents the engineering and 

economic data used in the ABM while Table A3 presents the data introduced to the model. Table 

A4 presents technology portfolios for agents. Figure A9, Figure A10, Figure A11, Figure A12, Figure 

A13 and Figure A14 present the demand and fuel price trajectories with the 50% and 90% 

confidence interval envelopes and the median values.  
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Table A2. Economic and engineering information for energy technologies. 

 Fuel oil NGT NGCC Coal Wind Geothermal Hydro Nuclear 
Solar 

thermal 
with NGCC 

Solar 
PV 

IGCC27 
Coal 
CCS 

IGCC 
Petcoke 

CCS 

Coal 
with 
CCS 

FBC28  

Investment 
cost (US 
Dollars/kW)29 

1,190 507 730 1,676 1,538 1,598 1,502 3,475 845 2,153 2,842 2,909 2,592 1,623 

Gross 
generation 
capacity (MW) 

350 275 814 350 100 27 375 1400 298 60 709 644 700 350 

Operation and 
maintenance 
costs (US 
Dollars/MWh) 

6.49 9.45 4.85 8.86 8.52 10.70 23.83 14.47 5.45 11.99 20.29 20.29 16.34 7.68 

Capacity 
factors 

0.75 0.13 0.80 0.80 0.40 0.85 0.16 0.90 0.78 0.20 0.70 0.70 0.80 0.80 

Economic life 
(years) 

30 30 30 30 25 30 50 60 30 25 30 30 30 30 

Heat rate 
(kJ/kWh) 

9,431 10,166 6,907 9,506 ---- 20,949 ---- 10,732 7,186 ---- 13,224 11,184 13,224 13,224 

 

 
27 Integrated gasification combined cycle (IGCC). 
28 Fluidised bed combustion (FBC). 
29 The source of information for this part was [13]. 
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Table A3. Technical information introduced to the ABM model. 

Technology 
Capacity 

(MW) 
Construction 
time (years) 

Permit 
time 

(years) 

Technical 
lifetime 
(years) 

Depreciation 
time (years) 

CO2 
capture 

efficiency 
(%) 

Minimum 
running 

hours (h) 

Base 
availability 

Peak 
availability 

Fuel oil 700 4 1 40 20 ----- 5000 1.00 1.00 

Diesel 250 4 1 40 20 ----- 5000 1.00 1.00 

Coal 700 4 1 40 20 ----- 5000 1.00 1.00 

Supercritical Coal 700 4 1 40 20 ----- 5000 1.00 1.00 

NGT 275 2 1 40 15 ----- 5000 1.00 1.00 

NGCC 814 2 1 40 15 ----- 5000 1.00 1.00 

Nuclear 1400 8 2 60 25 ----- 0 1.00 1.00 

Hydro 750 5 2 50 25 ----- 0 0.00 0.80 

Geothermal 250 3 1 25 15 ----- 0 1.00 0.00 

Wind 600 1 1 20 15 ----- 0 0.40 0.05 

Solar PV 150 1 1 25 15 ----- 0 0.20 0.04 

Coal with CCS 700 5 1 40 20 90 0 0.60 0.60 
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Table A4. Portfolio of technologies by agents considered in the ABM model. 

Technology 
Agent 

A 
Agent 

B 

Agent 
C 

Agent 
D 

Agent 
E 

Agent 
F 

Agent 
G 

Agent 
H 

Agent 
I 

Agent 
J 

Agent 
K 

Agent 
L 

Fuel oil 1.0 0.0 1.0 1.0 0.0 1.0 0.0 0.0 0.0 1.0 1.0 1.0 

Diesel 1.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 1.0 1.0 

Coal 1.0 1.0 1.0 1.0 1.0 1.0 1.0 0.0 0.0 0.0 1.0 1.0 

Supercritical Coal 1.0 1.0 1.0 1.0 1.0 1.0 1.0 0.0 0.0 0.0 0.0 0.0 

NGT 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

NGCC 1.0 1.0 1.0 1.0 1.0 1.0 1.0 0.0 0.0 1.0 1.0 1.0 

Nuclear 1.0 1.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Hydro 1.0 1.0 1.0 1.0 1.0 1.0 0.0 0.0 1.0 0.0 0.0 0.0 

Geothermal 1.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 

Wind 1.0 1.0 1.0 1.0 1.0 1.0 0.0 1.0 1.0 0.0 0.0 0.0 

Solar PV 1.0 0.0 1.0 0.0 0.0 1.0 0.0 0.0 1.0 0.0 0.0 0.0 

Coal with CCS 1.0 0.0 0.0 1.0 0.0 0.0 1.0 0.0 0.0 1.0 0.0 0.0 
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Figure A9. Demand trajectory used in the ABM model. 

 

 

Figure A10. Coal price trajectories in the ABM model.  
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Figure A11. Natural gas price trajectories in the ABM model.  

 

 

Figure A12. Fuel oil price trajectories in the ABM model.  
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Figure A13. Diesel price trajectories in the ABM model. 

 

 

Figure A14. Uranium price trajectories in the ABM model. 
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Implementation of the ABM model 

The narrative presented in the paper corresponds to a conceptual and theoretical description of the 

model. In this section, the main features that were added to the original model will be shown in 

terms of its technical structure. The structure of the ABM tool relies on Java classes that have 

different functions and properties. In basic terms, the model is mainly supported on three classes. 

Domain classes represent objects (agents) that have properties and can be linked to each other. 

Agent behaviour is not included in Domain classes but in Role classes. These classes can be executed 

by the agents. The data, parameters and the information needed for running the simulations are 

included in Scenario classes [20]. In order to implement the certificates market, several Domain and 

Role classes were added and modified in EMLab-Generation. In general, three Domain classes were 

added in order to establish the properties of the certificates market, the dispatch plan of the 

certificates and the certificates market clearing point, with two Role classes that correspond to the 

bidding of certificate prices and quantities by generators and the clearing of the market. 

Additionally, the Domain and Role classes for the national government and the generators were 

modified so that in the case of the first, the demand for certificates and the quota could be 

determined, and generators could bid certificate prices and volumes, and consider this in the 

evaluation of their investment alternatives. Finally, a main Role class was added so that the actions 

for the certificates market are performed and an option was added to the main model role (the class 

that coordinates all the actions in a simulation year) to turn on and off the certificates market.  

 

Figure A15 presents a diagram that summarises the latter. In the diagram, the blue lines 

indicate the relationship between classes while the red lines indicate the Role classes that the main 

certificates market class role incorporated. The boxes contain general information regarding the 

classes. The main Role classes and their algorithms are described below. 
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Figure A15. Summary of the main classes modified and implemented for the certificates market. 

 

Generator actions 

With the implementation of the certificates market, a role for submitting certificate prices and 

volumes was added for electricity generators. In the case of the volume, it considers the electricity 

amount sold in the electricity market. This role’s algorithm is described by Figure A16. The 

investment algorithm for every agent was also modified and Figure A17 shows the flow diagram of 

the algorithm. Points A, B and C refer to the points where this algorithm is connected to the rest of 

the investment module shown in Figure A18. The dark blue boxes represent the algorithm additions 

to the original model. 
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Figure A16. Flow diagram of certificates market price bids. 
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Figure A17. Flow diagram of the investment algorithm considering the certificates market price. 
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Figure A18. Diagram of the original investment algorithm.30 

 

National government role 

The national government was in charge of establishing the certificate quotas and the penalty values. 

The quota was simply adjusted linearly increasing by a certain percentage every year while the 

penalty was set at a constant value during the entire simulation period. When a dynamic quota and 

a sloped demand function were considered, the role of the national government was to determine 

the level of the penalty according to the set of 6 and to adjust the quotas required for the following 

year on the basis of the excess in certificates (equation 2). Figure A19 presents the flow diagram of 

the national government role.  

 

 
30 Constructed from [21]. 
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Figure A19. Flow diagram of the national government role. 

 

Certificates market clearing 

The certificate market clearing role was implemented to receive certificate bids from generators in 

clearing the market according to the quantities (𝐶𝑉𝐵𝑡) and prices (𝐶𝑃𝐵𝑡) received (in a merit order). 

An important aspect is that since the market was cleared after renewable production was scheduled 

within the electricity market, the national government actor that in this work was assumed to clear 

the market as well, had a previous knowledge of the volume of low-carbon energy which was 

offered in the certificates market. In this regard, the calculated penalty and the quota were used as 

a reference to schedule the bids from the generators in a cost incremental manner. If there were 

not enough certificates compared to the established quota, the penalty value was set as the clearing 

price. On the contrary, if there were more certificates than the quota, the price was determined 
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where supply met demand. The model also assumed that if the market was not cleared but there 

were generators that offered bids with higher prices than the penalty value, their offers were also 

considered but received the penalty value. Figure A20 presents the flow diagram of the certificate 

market clearing role. 
 

 

Figure A20. Flow diagram of the certificate market clearing role. 
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Additional simulation results 

This sectios presents additional results for sections 5.2 and 5.3. These results are mainly focused on 

the evolution of electricity prices and total costs for the different scenarios. 
 

Results for section 5.2 

Figure A21 shows the evolution of the mean of yearly average electricity prices for all the scenarios. 

The establishment of a carbon tax, a TGC market or both increased them. The stability of the prices 

was greater for the tax scenarios, compared to the pure TGC market scenarios. The combination of 

policies showed that a high carbon tax, could reduce the problem of volatility of electiricty prices as 

shown in scenarios where this tax value was combined with a TGC market (both HighCTHighCMP 

and HighCTLowCMP scenarios). 
 

 

Figure A21. Evolution of electricity prices for scenario set 1. 

 

The total cost to consumers for electricity supply was calculated31. The total discounted 

average costs to consumers for the Base Case and the entire simulation period was equivalent to 

 
31 The calculation considered the total discounted costs (social discount rate of 10%) that consumers would have to pay 
for electricity and for complying with their low-carbon quota, for the clean energy certificates market and the carbon tax. 
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223 billion US Dollars (0.9% of cumulative gross domestic product, GDP)32. The scenario with the 

highest investment in low-carbon technologies (HighTaxHighCMP scenario) presented a 74% 

increase in average costs (2% of cumulative GDP) to consumers in comparison to the Base Case, 

whereas the LowCT scenario increased costs by 7% (1% of cumulative GDP). The combination of 

instruments presented higher costs as well, when compared to the single mechanism scenarios.  

 

Figure A22 presents the costs to consumers per MWh of low-carbon electricity added and 

the CO2 mitigation costs, taking the Base Case scenario as reference33. For CO2 mitigation costs, 

increasing the level of the penalty value when combined with the carbon tax (both levels) 

significantly increased the costs for almost the same emission reductions. In the specific case of of 

the scenarios that combined a high carbon tax with the TGC market (HighCTLowCMP and 

HighCTHighCMP scenarios) mitigation costs were higher in comparison to only having a tax. 

However, the previously mentioned scenarios presented mitigation costs that were lower than the 

scenario with the TGC market alone (HighCMP). These results show that the effect of a carbon tax 

on emission reductions was significant, indicating that a strong carbon price is more cost efficient 

and effective34 in achieving emission reductions. 

 

The combination of instruments resulted in more cost-efficient investment in low-carbon 

generation than the single instruments. For instance, the combination of a low carbon tax and a low 

TGC penalty (LowCTLowCMP scenario) was more cost-efficient in comparison to only having a low 

carbon tax (LowCT scenario); and the combination of a low carbon tax with a high penalty 

(LowCTHighCMP scenario) was more cost-efficient in comparison to only having a high penalty 

(HighCMP scenario). The latter highlights the dominance of a carbon tax level over a TGC penalty 

value in some cases and the opposite dominance (TGC penalty over carbon tax level) for others. 

From the previous observation, the effect of a low carbon tax level diminished as the level of the 

penalty value of the TGC market increased. However, if the level of the tax was set high enough, this 

tax level eliminated the impact of the high TGC penalty value increasing costs. 
 

 
32 A simple GDP projection was performed using an annual growth rate of 5% based on nominal GDP data between 2000 
and 2013 obtained from [22] and discounted to 2013 using a 10% discount rate.  
33 The calculation incorporates the difference between total costs in the Base Case scenario and the policy scenarios 
divided by their respective CO2 emission reductions and increase in low-carbon energy generation.  
34 We refer to efficiency in terms of added costs for CO2 emission mitigation and low-carbon energy increase; and to 
effectiveness in terms of percentage decrease and increase in CO2 emissions and low-carbon energy penetration, 
respectively. 
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Figure A22. Policy effectiveness and cost to consumers for scenario set 1.35 

 

Results for section 5.3 

The higher penetration of low-carbon energy sources also affected electricity prices and the total 

cost of the policies. The introduction of TGC market policies had a negative impact, increasing 

electricity prices significantly (Figure A23). In the scenario with a high carbon tax, a high level of 

reduction in the demand slope and a low level of the quota adjustment (HighCTHigh𝛾Low𝛼), prices 

increased since the beginning of the simulation due to an initial rapid investment in wind energy. As 

explained in section 5.2, this had a negative effect on the supply of electricity, which was reduced. 

The later adoption of Coal CCS reduced prices to lower levels. 

 

 
35 Mean costs are represented by bar charts and plotted on the left-hand vertical axis while percentages are represented 
by dots and plotted on the right-hand vertical axis. 
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Figure A23. Evolution of electricity prices for scenario set 2. 

 

The addition of the sloped penalty function and the dynamic quota to the high TGC penalty 

scenario (HighCMP), increased the overall costs to consumers for electricity supply (calculated as in 

the previous section). However, increasing the value of 𝛾 from the Low𝛾 to the High𝛾 scenarios, 

reduced total costs. The reason for this relies on the lower and more stable certificate prices 

mentioned at the beginning of this section. While the costs to consumers from the electricity prices 

were similar in both scenarios, there was a difference in average total costs of 5 billion US Dollars 

from certificate market payments. The incorporation of the dynamic quota, increased costs by 

raising the amount of low-carbon generation and the level of certificate prices. Finally, the addition 

of a carbon tax increased total costs. 

 

The calculation of the mitigation costs and the costs for added low-carbon generation (both 

in reference to the scenario with a high level of the TGC penalty, HighCMP), also showed their cost-

efficiency in comparison to using a single instrument. In both cases, for the scenarios that combined 

a carbon tax with the TGC market adjustment mechanisms (LowCTHigh𝛾Low𝛼 and 

HighCTHigh𝛾Low𝛼 scenarios), the costs of added generation were 34% and 43% lower than only 

having the TGC market adjustment mechanisms (scenario High𝛾Low𝛼). The mitigation costs were 

also lower by 56% and 61%, respectively. Figure A 24 presents the costs discussed above. The 

scenario that incorporated a high carbon tax achieved the required CO2 and low-carbon energy 
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targets set by the government. The combination of the TGC market and its adjusting mechanisms 

with the carbon taxes (both levels) were more effective in promoting a higher penetration of low-

carbon energy sources and lower CO2 emissions.  
 

 

Figure A 24. Policy effectiveness and costs to consumers for the scenario set 2.36 

  

 

 

 

 

 
36 Mean costs are represented by bar charts and plotted on the left-hand vertical axis while percentages are represented 
by dots and plotted on the right-hand vertical axis. 
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